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1. Introduction 

The problem of thermal fatigue is frequently encountered in the pipes where two flows with 
different temperatures mix together. The T-junction is one of the typical components with a 
considerable potential of thermal fatigue (Chapuliot et al. 2005; Hu & Kazimi 2006; Lee et al. 2009) 
and is used in many thermohydraulic systems such as combustion engines, turbines, exhaust systems, 
reheat systems and so on. The T-junction configuration consists of two pipe systems intersected 
perpendicularly, and they are called main and branch pipes. In nuclear thermo-hydraulic society, this 
T-junction configuration has received much interest because the two freestreams with a higher and 
lower temperatures mix and then induce thermal fatigue generated by the temperature change in the 
wall, which is known as the main source of the structural damage of T-junction. However, the issues 
related to this problem remain unresolved because the flow in the T-junction is a completely three-
dimensional turbulent flow in that the interaction between the main and the branch flows creates the 
complex turbulent structure including the wide distribution types of eddies. 

In the present study, a numerical simulation is performed to investigate the phenomenon related 
to the turbulent flow and heat transfer in a T-junction. It is well known from literature that the problem 
cannot be accurately predicted by RANS- or URANS-based simulation approaches (Peniguel 1998). 
This results from the well-known overestimation of κ  at stagnation points. The advected 
overestimation of tν  eventually leads to a severe damping of the flow structure downstream. The 

difficulty in obtaining proper swirling flows in the T-junction with a εκ −  model is likely to be 
partly explained by such a behavior. In that respect, large eddy simulation (LES) can be a good 
approach because it is regarded as an intermediate technique between the direct numerical simulation 
(DNS) and Reynolds average approaches. In LES, large, energy-carrying structures are directly 
calculated in grid space while the smaller scales are modeled with a subgrid-scale model. As a similar 
example, in terms of a jet in crossflow similar to T-junction, it has been reported that RANS 
calculations provide a reasonably good prediction of mean velocities and a poor prediction of 
turbulence intensities (Muppidi & Mahesh 2007). On the other hand, some recent LES simulation 
results have shown that they can reasonably predict mean velocities as well as turbulence intensities 
(Yuan et al. 1999; Schluter & Schonfeld 2000). 

Therefore, in order to get better understanding of this phenomenon, the flow in the T-junction 
will be investigated by using the large eddy simulation technique which is newly regarded as a good 
turbulence simulation tool. 

 
2. Problem Descriptions 

In this section, the T-junction configuration will be described in detail. In the present study, the 
configuration is taken from the experiment performed at Vattenfall Research and Development 
Laboratory at Alvkarlevy, Sweden. The details of the T-junction configuration considered in that study 
are given as shown in figure 2.  



 
Figure 1. T-junction configuration considered in the experiment performed at Vattenfall Research and 
Development Laboratory at Alvkarlevy, Sweden. 
 

As for the flow parameters, the volumetric flow rates in the main and branch pipes are 9 Liter/sec 
and 6 Liter/sec, respectively. Water is used as working fluid. As a result, the Reynolds number 
considered here is based on the diameter and bulk velocity of the pipe and so Re’s are 81,000 and 
76,000, respectively, for the main and branch pipes. The temperatures for the cold (main pipe) and hot 
(branch pipe) inlets are 19oC and 36oC, respectively. 
 
3. Numerical Details 

The governing equations considered in this study are as below. 
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As shown in the equations, the temperature is treated as passive scalar in this study. According to 
Hirota et al. (2008), the velocity distributions measured under the isothermal condition agreed with 
those obtained with Th=60oC and Tc=12oC, suggesting that the buoyancy effect on the mixing is 
negligibly small. In this study, the temperature difference is 17oC so the present treatment of the 
temperature is reasonable. 

Regarding SGS model, the Smagorinsky model had been much used in an earlier period of large 
eddy simulation. However, the Smagorinsky model is well known to have the drawback that the 
model coefficient should be predetermined as a constant in space and time although it should depend 
on the flow type, resolution and local flow information. To overcome this problem, the dynamic 
Smagorinsky model was recently developed, which has played a key role in making LES a popular 
tool for turbulence simulation. In DSM, the model coefficient is dynamically determined using the 
Germano identity based on the concept of the scale-invariance. DSM actually requires averaging over 
homogeneous direction and/or ad hoc clipping. This fact hinders the application of DSM to complex 
flows in which there is no homogeneous direction. A few methodologies have been proposed in the 
framework of DSM to overcome this problem. The representative ones are the dynamic localization 
model (Ghoshal et al. 1995) and the Lagrangian model (Meneveau 1996). However, additional efforts 
for the implementation of these models such as the iterative solution of the integral equation or 
interpolation for the pathline averaging are nontrivial overheads.  

In that respect, in this paper the Vreman model was considered that is an eddy viscosity type SGS 
model of the form 
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1 −=− ) because the model is quite robust and is readily applicable to complex 

turbulent flows where there is no homogeneous direction. The Vreman model has an advantage that 
for various laminar flows zero SGS dissipation is theoretically guaranteed in contrast with other eddy 
viscosity type SGS models such as Smagorinsky model. In the Vreman model, the eddy viscosity is 

defined as
ijij

vT C
αα

ν βΠ
= (

i

j
ij x

u

∂
∂

=α , 2
233322

2
133311

2
122211 ββββββββββ −+−+−=Π , 

mj
m

mimij ααβ ∑
=

∆=
3

1

2 , where vC  is the model coefficient). 

In this paper, vC  is determined through a dynamic procedure based on the global equilibrium 

between the SGS dissipation and the viscous dissipation (Park et al. 2006).  
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Here, V is the volume of the entire computational domain. 
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Here,  ijα~  is the test filtered quantity with the filter size of ∆=∆ 2
~

 and ijα̂  is the second test filtered 

quantity with ∆=∆ 4ˆ . Please note that the accuracy of subgrid-scale model used in the present study 
has been confirmed by a priori and a posteriori tests for various turbulence flows (forced isotropic 
turbulence, turbulent channel flow, flows over a circular cylinder and a sphere; Park et al. 2006). 

Also in order to efficiently simulate the flow in the T-junction, the immersed boundary (IB) 
method developed by Kim et al. (2001) and Kim & Choi (2004) is used. Figure 2 shows the schematic 
diagram of the IB method. As shown in this figure, in IB method, a body in the flow field is 
considered as a kind of momentum forcing in the Navier-Stokes equations rather than a real body. It is 
known to have good advantages in mesh generation and computational time efficiency as compared to 
the unstructured grid approach because the IB method can handle complex geometry in framework of 
Cartesian grid. This method has been successfully applied to the various flows (Yun et al. 2004; Park 
et al. 2006) The method of determining if , q  and h  is fully described in Kim et al. (2001) and Kim 

& Choi (2004). 
 

 
Figure 2. Schematic diagram of the immersed boundary (IB) method.  

 
The basic computational details for this study are as follows. The time integration scheme 

considered in this study is based on the fractional step method (Kim & Moin, 1985), and is composed 
of the second-order accurate Crank-Nicolson method for the diffusion terms in the momentum and 



energy equations and third-order accurate Runge-Kutta method for the convection terms in their 
equations. Also, the second-order accurate central scheme is considered as the spatial difference 
scheme because it is known as being free from dissipation error which plays a crucial role in 
determining the performance of the SGS model.  
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where jj xxL ∂∂∂= /()() 2 , jj xuN ∂∂= /()() , iû  is the intermediate velocity, φ  is the pseudo-

pressure, t∆  and k  are the computational time step and substep’s index, respectively. kα , kγ , kρ  

are the coefficients of RK3. Here, as shown in figure 1, if , q  and h  are defined inside the immersed 

body or on the cell containing the immersed boundary, and zero elsewhere. The grid points for the 
momentum forcing are located in a staggered fashion like the velocity components defined on a 
staggered grid. Also, the grid points for the mass and heat source/sink are located at the cell centers 
like the pressure and temperature. 

Figure 3 shows the computational domain and grid systems used in the present study. The 
number of the total grid points used in this study is approximately 7 million. And the fluid region 
consists of approximately 4 million grid points. Based on previous studies on the jet in crossflow 
(Yang 2000; Muppidi & Mahesh 2007; Denev et al. 2009), the present grid resolution is likely to be 
marginal. More detailed information on grid systems is as below: 

1) Number of cells 
Main pipe: 400,686,3)(24)(240)(640 =×× zyx NNN . 

Branch pipe: 000,576)(24)(100)(240 =×× zyx NNN . 

2) Minimum cell length 
Main pipe: 004.0/min =∆ bDx , 005.0/min =∆ bDy , 06.0/min =∆ bDz . 

Branch pipe: 004.0/min =∆ bDx , 005.0/min =∆ bDy , 06.0/min =∆ bDz . 

3) Maximum cell length 
Main pipe: 155.0/max =∆ bDx , 063.0/max =∆ bDy , 06.0/max =∆ bDz . 

Branch pipe: 0425.0/max =∆ bDx , 155.0/max =∆ bDy , 06.0/max =∆ bDz . 
 

Also, in terms of the velocity boundary condition, the inlet boundary conditions for main and 
branch pipes are Dirichlet type and the convective boundary condition is taken as the outlet boundary 
condition. On the other hand, in terms of the temperature boundary condition, the constant heat flux 
condition is given at all the regions except the inlets and outlet as shown in figure 3(a). 
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(b) 
Figure 3. (a) Computational domain and (b) grid system. 

 
4. Numerical Results 

Figure 4 shows the instantaneous spanwise Vorticity (z-component Vorticity). The coordinate 
adopted in this study is shown in figure 1. In this figure it is observed to be strongly interacted the 
vortical structures shed from the intersectional region between the main and branch pipes and those 
coming upstream along the main pipe. As a result, complicated three-dimensional vortical structures 
exist in the T-junction. They are seen as the main source of a pipe damage problem occurring in this T-
junction configuration (Hosseini et al. 2009).  

According to Hu & Kazimi (2006), the flow type considered in this study can be classified into 

three kinds depending on the momentum ratio of the entering flows, 
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RM  is the momentum ratio. The three flow patterns are as follows: 

Wall jet          35.1>RM , 

Deflecting jet     35.135.0 << RM , 

Impinging jet     35.0<RM . 

In this study, 04.1
)2/( 22

2

=×=
bbb

bmmm
R DV

DDV
M

πρ
ρ

.The present numerical result is consistent with the above 

classification in that the flow pattern formed looks like the deflecting jet as shown in figure 1. 



 
Figure 4. Instantaneous spanwise vorticity contours. 
 

To see the difference between SGS models, figure 5 shows the instantaneous spanwise vorticity 
contour drawn from the numerical result obtained by using Vreman model. As shown in figure 5, the 
small vortical structures are not well captured in the case of Vreman model as compared to the 
Dynamic Vreman model shown in figure 4. 

 
Figure 5. Instantaneous spanwise vorticity contours calculated by Vreman model. 
 

Figures 6-8 show the time-averaged x, y, z-component velocity distributions in z=0 and y=0. As 
shown in figure 6, the x-component velocity shows negative values near the bottom wall at x/Db=1.6, 
which results from the existence of the separation region observed in figure 4. Here, subscript ‘b’ 
means the branch pipe. The present duration time taken for averaging (~12Db/Ub) cannot be said to be 
sufficiently long, but be not insufficient to see the turbulent field in an averaged sense because the 
dominant frequency (St=fUb/Db) is around 0.5 (as shown in figure 12 later), which indicates that the 
dominant vortical structures have the period of around 2Db/Ub. Also, the averaged data with respect to 
the time duration are found to be varied with the error of almost 5% in terms of the streamwise 
components and more or less 20% in terms of the two other components if assessed to the time 
duration of 12Db/Ub and 6Db/Ub. As x/Db increases, the velocity recovers to be positive. Also, y-
component velocity has a small value in most region, whereas z-component velocity has a little bigger 
value near the bottom wall at z=0, which is comparable to x-component velocity. 



   
(a)                                     (b) 
Figure 6. Time-averaged x-component velocity distribution: (a) z=0; (b) y=0. 
 

    
(a)                                     (b) 
Figure 7. Time-averaged y-component velocity profiles: (a) z=0; (b) y=0. 
 

    
(a)                                     (b) 
Figure 8. Time-averaged z-component velocity profiles: (a) z=0; (b) y=0. 
 

Figures 9-11 show the time-averaged x, y, z-component velocity distributions in z=0 and y=0. As 
shown in these figures, the velocity fluctuations show maximum values in the center region. However, 
in terms of rms x-component velocity fluctuations, in the top wall region at larger x/Db, they become 
comparable to that in the center of the pipe as shown in figure 9(a). On the other hand, rms z-
component velocity fluctuations have a relatively large value in the bottom wall region as compared 
to those in the top wall region. 
 



   
(a)                                     (b) 
Figure 9. Rms x-component velocity fluctuation profiles: (a) z=0; (b) y=0. 
 

    
(a)                                     (b) 
Figure 10. Rms y-component velocity fluctuation profiles: (a) z=0; (b) y=0. 
 

    
(a)                                     (b) 
Figure 11. Rms z-component velocity fluctuation profiles: (a) z=0; (b) y=0. 
 

The fatigue cracking of the pipe wall resulting from the cyclical thermal stress is caused by the 
coolant fluctuations. Therefore, the frequency of the coolant oscillation, together with the coolant 
fluctuation magnitude, has been considered to be important to evaluate the thermal fatigue. In order to 
see the dominant frequency in the present study, the power spectra of the x-component velocity at 
several x-locations are shown in figure 12. As shown in this figure, although the dominant frequencies 
become different depending on the azimuthal angle, it almost has the value of St~0.5. According to 
previous literature, an oscillation observed in T-junction is reported to have a frequency in the order of 
several HZ (Wakamatsu et al. 1995), which corresponds to the nondimensional frequency, Strouhal 
number with an order of O(0.1).  
 



    

    
Figure 12. Power spectra of the x-component velocity at some axial locations: (a) x/Db=1.6; (b) 
x/Db=2.6; (c) x/Db=3.6; (d) x/Db=4.6. Red: y/Db=0.69, z/Db=0; green: y/Db=0, z/Db=-0.69; blue: 
y/Db=-0.69, z/Db=0; orange: y/Db=0, z/Db=0.69. Dashed line denotes the slope corresponding to the 
Kolmogorov subrange. 
 
5. Summary 

In the present study, a large eddy simulation was performed in order to further understand the 
thermal fatigue in a T-junction. Based on the numerical results from the LES, the velocity fluctuations 
and the frequency were examined because they have been regarded as being of primary importance in 
the study on the thermal fatigue according to previous studies. In the final presentation, the study on 
the statistics related to the temperature field will be presented. Also, if possible to have an access to 
the experimental data, the final presentation would include the comparison of the present simulation 
to the Vattenfall experiment. 
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